Sam Braxton
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A Quick Guide to Scenes Analysis
This file contains instruction on how to conduct different types of analysis on Scenes data.  It is intended to serve as a step-by-step guide for a newcomer to this type of analysis, and it lays out the particular conventions we use to make sure that we hae uniform and consistent results.  

Click on the hyperlinks below to go to the particular sections of this memo.  The first is the most basic introduction, while the sections on interaction terms and split regressions are a bit more advanced.  

Getting Started:  the basic Linear Regression


 REF interactions \h 

Interaction Terms



 REF quantiles \h 

Quantile Analysis



Sam Braxton

5 May 2009
Getting Started:  the basic Linear Regression
TASK:  

This memo will serve as an introduction to conducting analysis of Scenes propositions..  The process of proposition testing involves several formulaic steps, which I will explain in order.  The process described in this order will need to be tweaked for individual propositions, but should serve as a general template that need only be modified slightly.  In order, the steps for proposition analysis are roughly as follows:

1. Identify independent variables, dependent variables, and independent variables of interest 

2. Run correlations to test for multicollinearity between variables

3. Run descriptives to test for skewness and kurtosis of individual variables

4. Run a “control regression” excluding the independent variable of interest

5. Add the independent variable of interest and run the regression again

6. Rerun regressions using pairwise analysis instead of listwise.

7. Enter results into our results spreadsheet for presentation to the group.

8. Post results to your University of Chicago webshare account.

Before we begin, take note:  the final product of our analysis should be contained in three files:

a) An SPSS syntax document with the extension .sps:  whenever you do ANYTHING in spss, you need to save your syntax.  It will serve as documentation of what you have done, and will allow you to retrace your steps when something inevitably goes wrong.   It is helpful to supplement the syntax in this file with any notes or explanations of what you are doing.  Notes to yourself can be included in a syntax document, but should be preceded by a * (asterisk) at the beginning of the row, which tells the SPSS program not to run that row.

b) A log file saved as a Microsoft Word document:  In your log, you will paste all syntax and notes, you will explain any decisions you have to make in detail, and you will briefly describe any findings of note.  More specific instructions on how to create a write up these propositions are in the file tasktemplatepropositions.doc, which can be downloaded at http://scenes.uchicago.edu/analysist.html.

c.  A Microsoft Excel results spreadsheet (.xls):  This is how you present your findings succinctly to the group.  You complete this one after you have finished analysis.  An example of this can be downloaded from http://scenes.uchicago.edu/analysist.html, and is called “results template.xls”

Examples of all of these types of files can be found in Samuel Braxton’s University of Chicago webshare account, accessible through the Scenes website.  Enter the “work product” area, click on Sam Braxton, then go to the folder ‘Summer 2009,’ where current results for testing Scenes propositions can be found.

How to Begin Scenes Analysis

*If you do not have SPSS on your personal computer it is available for use in the A level computer lab of the Regenstein Library, or in any of the other USite computers in the BSLC or Crerar

1) Open a blank SPSS document as this will be the spreadsheet you will be doing all of your work in. 

2) Download our data set, at the moment Mergeb-33.  Access to the Data file is through Sam Braxton’s webshare file,  at http://scenes.uchicago.edu/internal/members.html. Look under Members: Click on Sam Braxton/Summer 2009 / MergeB-33.  To access Sam Braxton’s webshare file, you will be asked to provide a password. Username: scenes  Password: amenitiesareimportant.  Open this file directly by double-clicking on the icon using either Windows or Mac computers. Alternatively, using SPSS dropdown menus, go to File / New / Data.  Then choose the MergeB-33 data file to open.
3) Access Sam Braxton’s files on the scenes website for an example of what to do.  Remember the pathway: Research/work product; at which point you will be asked to provide a password. Username: scenes  Password: amenitiesareimportant.  Look under Members: Click on Sam Braxton/Summer 2009 / Introductory Data Analysis Material / Propositions Results Template.  Download this template as you will need this to complete your task.  

4) Now open Sam Braxton/ Summer 2009 / Proposition Retesting - June 2009/ Chapter 5 / sbraxton.6.18.2009.ch5prop1b.xls   You will be using part of this document to run and check your analysis.

5) Open the drop down syntax window in SPSS.  File/New/ Syntax.   The syntax window is where you will type in your commands.   
How to complete analysis.
1. Identify independent variables, dependent variables, and independent variables of interest.

Your proposition will probably say something like this:  “Variable X should have some effect on Y regardless of / controlling for variables A, B, C.”  In this case, variable X will be your independent variable of interest (IVI), and variable Y will be your dependent variable (DV). There may be multiple independent and dependent variables, but for each regression you run you want to match ONE independent variable of interest with ONE dependent variable.  This means that, if two IVIs and two DVs are listed you must run four total regressions—one for each possible combination of IVI and DV.  

Pay attention to the precise wording of the proposition—it is important.  For example the proposition might be worded  “increases in variable x should affect variable y”, indicating that the independent variable of interest would be a change variable, consisting of the ratio of a particular variable taken at different years.  Alternatively, a proposition might say “the presence of variable x affects variable y”.  In this case you want a level variable, examples of which include income per capita, restaurants per capita, technology jobs as a share of total employment, etc.

This distinction is only one of the ways in which subtle wording changes are important.  You need to pay close attention to these changes to make sure that you are using the most precise variables possible given the proposition.
Variables A, B, and C are independent variables (IV).  All of them should be included in each regression.  In addition to IVs specifically listed in the proposition, we also have several Core Variables (the core) which we control for in virtually every regression.  The core is made up of socioeconomic variables, and includes:

ITEM005 (POPULATION 1990 ABS –county level ).
LevelNonWhite_90  (Proportion of Non-White Population in 1990 – zip level)
ITEM108  (RENTER-OCCUPIED HOUSING UNITS, MEDIAN GROSS RENT (SPECIFIED – county level)
ITEM218 (VOTE CAST FOR PRESIDENT, PERCENT DEMOCRATIC 1992 (COPYRIGHT) – county level)
CollProfLv90 (CollProfLevl sum of BA Plus Grad Prof / total pop 25 plus in 1990 – Zip level)
CrimeRate1999county   (1999 Crime rate B6-crm06 – county level)
ARTGOSLG98A *( ln (artgoslq98 +.01) with inputed zeros—our core arts jobs variable – zip level.  

(this is a new core variable, equivalent to ARTGOSLG98 in previous data files, but with imputed zeros, and thus with an N over twice as large)
In addition to these variables, we add one more—our factor scores,  which measure overall scene strength in an area (for descriptions, see Eric Roger’s memo quickguidetoscenes.2009.3.18.doc, available for download on the scenes website at http://scenes.uchicago.edu/datat.html).  As described in this memo, there are three factor score variables, each one being derived from a different data source.  You have to decide which one to use:  if the proposition deals with people’s attitudes, opinions, participation, etc, include the variable ddb_factorscore, while for propositions dealing with amenities, use yp_factorscore.  

All in all, your IVs will include both the core variables and any extra variables enumerated specifically within the text of the proposition.  You can find a complete listing of all variables along with their labels in the Codebook, available for download at http://scenes.uchicago.edu/zipcode.html, then by clicking on the link labeled “codebook”.  This will link to a Google excel document with variable names, labels, N, unit level, and source.  

2. Run correlations to test for multicollinearity between variables new New IVs and the core / DVs. .

While we would like to include as many of the IVs as possible in our regression, but it is methodologically unsound to include two IVs that are multicollinear, which we define as having a bivariate Pearson correlation of OVER 0.5.

In order to check for multicollinearity we run a correlation command to correlate the New IVs with both the DVs and with the core IVs.  We already know the correlations between core IVs, which we have chosen so that none of them are too highly correlated with each other—so you don’t have to check for correlations between them each and every time.  

We do need to know the correlations between the new IVs and the core IVs, since a correlation coefficient of over .5 means that new variable will not be suitable to include in a regression.  We also need to know the correlations between the new IVs and the DVs, since high or low correlations between IV and DV can the resuls of regression. 

Follow the syntax below to run this regression.  This correlation is important to get correct, since it will be pasted directly into your Excel results spreadsheet.  An example of this type of correlation:
CORRELATIONS

  /VARIABLES= lg_hb_amen WITH dfLevel18_24yrs dflevel_collegegrads ITEM005 LevelNonWhite_90 ITEM108 ITEM218 CollProfLv90 CrimeRate1999county ARTGOSLG98A  yp_factorscore lg_hb_amen.

 /PRINT=TWOTAIL NOSIG

  /MISSING=PAIRWISE. 

CORRELATIONS

  /VARIABLES= [write down the IVI(s)] WITH [write down the DV(s) (all of them if there are more than one)]  [list all core variables with spaces in between] 

/PRINT=TWOTAIL NOSIG

  /MISSING=PAIRWISE. 

 Copy and paste in  your own variable names, listing first Dependent variables used (in the entire proposition, not just one particular regression), then Core Independent variables.  This correlation should include in one table all of the variables that you used in you analyses for the proposition. 

Running this syntax will give you a matrix with the bivariate correlations between each of the IVs.  Visually scan to make sure that none of the bivariate correlations have a Pearson R of over .5.  If the correlation between two IVs exceeds this cutoff, then you need to take out one of the variables.  If you run into this problem, the first variables you should seek to eliminate are the extra controls listed in the proposition itself (avoid taking out core variables if possible).  If two independent variables are highly correlated with each other, then you need to take one of them out.  You cannot conduct analysis if you take out the IVI, so this is the only variable you HAVE to leave in. make note of each IV that you need to remove from the model due to multicollinearity.  There is a column in the results spreadsheet in which you will later list the variables you had to take out due to problems with multicollinearity.

3. Run descriptives to test for skewness and kurtosis of individual IVs

Highly skewed variables compromise the predictive power of your model.  Run the following syntax on all IVs to test that skewness and kurtosis of all IVs falls within our acceptable parameters (between -37 and 10).  

DESCRIPTIVES VARIABLES=ITEM005 LevelNonWhite_90 ITEM108 ITEM218 CollProfLv90 CrimeRate1999county ARTGOSLG98A  lg_hb_amen yp_factorscore

  /STATISTICS=MEAN STDDEV MIN MAX KURTOSIS SKEWNESS.

At this point of your data analysis career, there is probably not anything that you can do to solve problems with high skewness and kurtosis.  However it is VERY important that you make a note of which variables are highly skewed, both in your syntax and in your log.  There is a column in the results spreadsheet in which you also must list which variables in a particular model are highly skewed.  If you find that your variables have high skewness / kurtosis, be sure to ask for help.

4. Run a “control regression” excluding the independent variable of interest

Now, a ‘control’ regression:

REGRESSION

  /MISSING LISTWISE

  /STATISTICS COEFF OUTS R ANOVA

  /CRITERIA=PIN(.05) POUT(.10)

  /NOORIGIN 

  /DEPENDENT dfLevel18_24yrs 

  /METHOD=ENTER ITEM005 LevelNonWhite_90 ITEM108 ITEM218 CollProfLv90 CrimeRate1999county ARTGOSLG98A  yp_factorscore.

REGRESSION

  /MISSING LISTWISE

  /STATISTICS COEFF OUTS R ANOVA

  /CRITERIA=PIN(.05) POUT(.10)

  /NOORIGIN 

  /DEPENDENT write down the DV(s)

  /METHOD=ENTER list all the IVs (core variables, additional variables) except the IVI and, of course, those variables taken out due to multicollinearity

Notice, I have included all IVs except for the IV of interest.  You will also leave out any variables that you decided to drop due to high multicollinearity.  

5. Add the independent variable of interest and run the regression again

Simply copy and paste the exact same syntax you just used for step 4, and at the end add on the IVI.  

REGRESSION

  /MISSING LISTWISE

  /STATISTICS COEFF OUTS R ANOVA

  /CRITERIA=PIN(.05) POUT(.10)

  /NOORIGIN 

  /DEPENDENT dfLevel18_24yrs  

  /METHOD=ENTER ITEM005 LevelNonWhite_90 ITEM108 ITEM218 CollProfLv90 CrimeRate1999county ARTGOSLG98A  yp_factorscore lg_hb_amen.

At this point, you have finished your analysis.Now to move on to presentation of results.

6. Rerun your regressions eliminating cases PAIRWISE instead of listwise

Two simple ways to run regressions are by eliminating cases pairwise or listwise.  We do both.  You will have to rerun all of your regressions, but you’ve already done the hard part.  All you need to do to change the regressions to Pairwise analysis, having already completed listwise analysis,  is substitute the word “PAIRWISE” for the word “LISTWISE” in the above template regressions.  

You do not need to rerun correlations, since these figures are not affected by the listwise/parwise distinction.  In fact, I recommend simply copying your entire syntax, copying it to a new document, using a “replace all” command and substitute in “PAIRWISE” for “LISTWISE”, and the copying and pasting it directly back to your syntax file.  Be sure to note what you are doing, however, in your syntax file.  

7. Enter results into our results spreadsheet for presentation to the group.

You will first need a copy of the results spreadsheet, which is available in the file “ results template.xls” available at http://scenes.uchicago.edu/analysist.html.  

I would suggest pasting your results into the spreadsheet template that you download, rather than attempting to create your own.  Each horizontal row in the spreadsheet is for an individual model, a pairing of one IVI with one DV.  I am going to list each column, and for the columns that are not self-explanatory I will briefly explain where to find the needed data.

Independent Variable of Interest (Name)

Independent Variable of Interest (Label)

Dependent Variable (Name)

Dependent Variable (Label)

Adjusted R-Squared of the Model without the Independent Variable of Interest—this will be one of two pieces of data that you take from step 5, the “control regression”.  Found in the box entitled “model summary”

Adjusted R-Squared of the Model with the Independent Variable of Interest—the same thing as the previous column, except that you do it for the model that contains the IVI.  This will show whether or not adding the IVI significantly improved upon the same model without the IVI.  

Beta
-- For this and the following two columns, you will find what you need in the box entitled Coefficients for the regression that includes the IVI.  We want to know the statistics for the IVI, so from that row and that row only take the column labeled ‘B’ (the unstandardized beta) 

Standardized Beta--See above for where to look for this.  This is the standard beta of the IVI, and the IVI only

Significance Level (P-Value)--See above.  Once again, the template only needs it for the IVI.

All Pearson R < 0.5 –here make a note of which IVs were removed due to problems with multicollinearity .  Simply listing their variable names will work.       

Kurtosis and Skewness  refer to your descriptive, which you ran earlier, and make a note if either skewness or kurtosis for a particular IV are outside of the parameters at the header of the sheet.  

Suppressed Coefficients in the Core? – you need both the first and second regressions you ran for this column.  A suppressed coefficient means that an IV had a significant coefficient in the first regression, but has an insignificant coefficient after adding the IVI to the model.  We define statistical significance as having a value of Sig. < .05.  So, if one of your core variables has a significance of .01 in the first regression, but a significance value of .34 in the second, it has been suppressed.  If any IVs have been suppressed, list the variable name here.  

Syntax:  You need to list all IVs used, that you ran for that particular set of regressions, including the IVI.  Copying and pasting directly from SPSS syntax is the quickest way to do this.  

After finishing filling in this template,, follow the key at the top of the template to color-code the cells.  Remember, “statistically significant” means that the variable has a significance score of LESS THAN .05.  
Finally, if you cannot tell whether or not a particular set of results confirms or negates our original proposition, do not guess.  Leave it blank.  We can help you figure that out in the next weekly meeting, or through email correspondence.

You will have to do this twice, once for the pairwise results and once for the listwise results.  

8. Adding Correlations and full Syntax to your Excel Spreadsheet.
This is NOT on the template, but you need to create a separate sheet in your excel file by clicking the tab at the bottom left of your excel file.  Call this sheet “Correlation Matrix”. Here, you need to paste the final correlation that you ran in step two. You can copy it directly from your SPSS output file.  

Create one more sheet in your file, call it “Syntax” and copy and paste here your full syntax for testing the proposition.  

For an example of a finished excel file, see sbraxton.6.18.2009.ch5prop5b.xls.

This and other finished Excel results sheets can be found on Sam Braxton’s webshare account, accessible through the “Work Product” page on the Scenes website.  
9. Post results to your University of Chicago webshare account.

You can upload your work to your UChicago Webshare account, found at http://webshare.uchicago.edu, and accessible to University Students / Employees.  You should upload all three files—Syntax, log file, and results template---to your Public folder.  Send an email to alert the Scenes group that you have finished and uploaded your proposition.  In this email, include specific files names.  

Sam Braxton
17 June 2009

Interaction Terms


Interaction terms are a common tool that we use in Scenes analysis.  They are slightly more complicated than normal linear regression, but not radically different.  


Here is one example of a proposition requiring the use of an interaction term, taken from the text of chapter 5, proposition 3 from our Scenes book manuscript:

1. Cities with small, concentrated pockets of transgressive residents embedded in a less radical, more traditionalistic social climate (such as Wicker Park in Chicago’s north side), might also generate more CCDV’s. 
2. This phenomenon could be indicated by high Bohemian/transgressive zip code scores within more traditionalistic, neighborly, localistic country scores. It could also be indicated by high DDB scores on both tradition and transgression.
I added emphasis to the portion of the proposition that suggests an interaction term is necessary.  At times, a proposition may explicitly state ‘the interaction between X and Y’, but this method is, more broadly, a way in which we measure how any two independent variables mutually implicate one another.  

Creating an interaction term is simple, and involves only a few modifications to our basic process of analysis.

1. Check for multicollinearity between the two Independent Variables that you are combining into an interaction term.

You cannot create an interaction term if the two component variables are more than .5 correlated.  Use correlation syntax from above. 

2. Compute the interaction term by multiplying together the two IVs.  

You will have to give your interaction term a name.  Try and make it intuitive—for example, my interaction term below is between zip-code level, Bizzip transgression and county-level DDB traditionalism, so I called the interaction TradTrans. 

 This also brings up a point about what makes interaction terms tricky—the proposition called for counties with high scores on DDB traditionalism and DDB transgression, but after running correlations I found that these two variables were very highly correlated and could not be combined. Understanding how to adjust for problems like this is not intuitive, and if you run into problems, ask for help.

Example of syntax for computing an interaction variable:

COMPUTE TradTrans = ZSpxMTtrad22nn_mean_impu *  ZBZ01TransPerf_impu.

EXECUTE.
3. Conducting Analyses using you interaction term

After you create it, your interaction term will function as the IVI in your regressions.  You must treat it as such, first checking it against the other core variables for multicollinearity, and then running descriptives on it to check for problems with skewness and kurtosis.  

The point of an interaction term is to find whether two independent variables mutually amplify one another’s affect.  In order to measure this, whenever using an interaction term you must include both component variables as Independent Variables in the Regression.  This means that, theoretically, the interaction term should not be highly correlated with either of the component variables that were combined to make it.  You should not take either of these component variables out, and if you find that one or both of them are highly correlated with the interaction term then stop analysis until you receive clarification on what to do. 

After checking for problems of multicolinearity, add both component variables to the control regression, in addition to the core.  Add in the interaction term as the IVI in the subsequent regression, and continue as normal.  

Sam Braxton

17 June 2009

Quantile Analysis

(I owe the syntax used here to Chris Graziul, who taught me how to conduct quantile analysis).

In addition to interaction terms, quantile or N-tile analysis is the other simple way that we measure how two variables ‘interact’ with each other.  In quantile analysis, you break cases (in our case usually zip codes) into a number of groups (in our case usually 5—quintiles) according to their rank on a particular specified variable (for example, you could break all zip codes into fifths by population, number of fast-food restaurants, or even by scores on one of the 15 Scenes dimensions), and then conduct separate regressions within each of these groups, using a different variable as IVI.  

Two pages earlier in this memo, I referenced Chapter 5, proposition 3 from the scenes manuscript.  Another part of this proposition involved using Quintile analysis to test the proposition that:

This phenomenon [pockets of transgression within more conservative social climates] could be indicated by high Bohemian/transgressive zip code scores within more traditionalistic, neighborly, localistic country scores.

In order to capture test whether this phenomenon leads to increased creativity, I broke each zip code into fifths by their score on our DDB county-level traditionalism (ZSpxmttrad22nn_mean_impu) measure, and then used zip-level Bizzip transgression scores (ZBZ01TransPerf_impu).  This has the effect of testing whether transgressive zip codes better predict a certain outcome in counties that are traditionalistic than in counties that are not traditionalistic.  

Here is sample syntax, sent from C. Graziul to me in email correspondance:  

*Replace esNAICS_INT12 with break variable.  Replace (3) with the number of parts you want the file to be split into.

RANK VARIABLES=esNAICS_INT12 (A)

 /NTILES(3)

 /PRINT=YES

 /TIES=MEAN.

*This command has produced "NesNAICS" at the end of the variable list - thus "N" is added to the front of the variable used.

SORT CASES BY NesNAICS(A).

*This sorts the file on this new n-tile variable (note in this case n = 3 in the syntax).

SPLIT FILE BY NesNAICS.

*This splits the file on this n-tile variable (1 is lowest).

After splitting the file, you run your regression the same as always.  Having split the file, each regression you run will be run simultaneously on all N-tiles.  These results are easy to read in your output file.  

After you have completed your N-tile analysis, use the command

SPLIT FILE OFF.

To return your file to its normal state.  

